Compositional effects on stacking fault energies in Ni-based alloys using first-principles and atomistic simulations
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ABSTRACT

Stacking fault energy (SFE) in fcc materials is a fundamental property that is closely related to Shockley partial dislocations and deformation twinning, the latter of which is potentially responsible for some of the exceptional mechanical properties observed in Ni-based high/medium-entropy alloys. In this study, the SFEs and twinning energies over a wide range of compositions are systematically determined in model Ni-based binary alloys using both first-principles density functional theory (DFT) and atomistic simulations with interatomic potentials. Particularly, different compositional dependences of SFEs are observed in the selected binary alloys (Ni-Cu, Ni-Co, and Ni-Fe) from DFT calculations. We find that SFEs of Ni-Co follow a linear-mixing rule while Ni-Cu and Ni-Fe systems exhibit non-linear compositional dependences, especially in the concentrated region towards the center of the phase diagram. Analyses of the magnetic structures help clarify the origins of the non-linear dependences. The fidelity of existing interatomic potentials for these alloys is evaluated against DFT. Using the interatomic potentials with the overall highest fidelity, the SFE calculations are extended to Cantor-related ternary alloys (Ni-Co-Cr and Ni-Co-Fe) and the spatial features of the fault energies in atomistic simulations are also discussed. These results provide the basis for a systematic understanding of the compositional effects on the SFEs and twinning energies, which could be useful for a systematic tuning of mechanical properties in non-equimolar alloys, thus leading to a broad field in alloy design.

1. Introduction

High entropy alloys (HEAs), or complex concentrated alloys (CCAs), or multiple principal elements alloys (MPEAs), have attracted tremendous research attention in the past decade [1–9]. In these alloys, there are multiple chemical species that have equal or similar concentrations, which is different from the conventional dilute-limit alloys. Some of the HEAs exhibit superior or even unprecedented mechanical properties [3–9]. For instance, it has been observed that both the ductility and the strength are increased when the temperature is decreased in the equiatomic face-centered cubic (fcc) CoCrFeMnNi (Cantor) alloy [10]. This is a desired but rare phenomenon, the underlying mechanism of which is not fully understood. Later, the same phenomenon was also observed in the subsets of the Cantor alloy, e.g., the equiatomic quaternary NiCoCrFe, ternary NiCoFe and NiCoCr, and binary NiFe and NiCo alloys [11].

To understand the physical origin of the observed mechanical behavior, we must investigate the underlying deformation mechanisms. For fcc metals and alloys, their yield strength is generally linked with the glide of the 1/6<112> Shockley partials, which originates from the disassociation of a perfect dislocation (1/2<110>) and is connected by a stacking fault region. Meanwhile, the ultimate strength and ductility often involve the interplay between faulted structures (stacking faults and deformation twinning), dislocations, and grain boundaries. Specifically, in the Cantor alloy and its subsets, the deformation twinning is observed at the low temperature (77 K) [10,11] and is postulated to be responsible for the simultaneous increase in both strength and ductility. For example, it can serve as an obstacle that hinders dislocation motion and therefore increase the strength of materials [12,13]. Meanwhile, the deformation twinning has also been implied to contribute to work hardening and delay the necking instability via dynamic Hall-Petch effect [10,11,14]. Therefore, determining the energetics and stabilities of stacking faults and twins is essential for a fundamental understanding of the deformation processes of these alloys.

Generally speaking, experimental values of the stacking fault energy (SFE) in alloys can be determined from the width of separation between
a pair of Shockley partials measured by Transmission Electron Microscopy (TEM) [15–17] or from the stacking fault probability using the X-ray diffraction line broadening [18]. For instance, the SFE of the Cantor alloy was measured to be 25–35 mJ/m² from the TEM experiments [15] and 18–27 mJ/m² using the X-ray technique [18]. Qualitatively, the two values agree as well as both indicate the Cantor alloy belongs to low SFE materials. Quantitatively, the ~10 mJ/m² difference between the studies might come from their different thermal treatments of the samples and specific approximations used to convert the measured quantities to SFEs. Additionally, the dissociation width of a pair of Shockley partials in concentrated alloys can vary spatially by a factor of 1.5 even in an individual study throughout which the thermal treatments and the approximations are consistent [15–17]. This implies the existence of spatial fluctuation of the SFEs, which can be a distinct source of strengthening as suggested by recent theoretical studies [19,20].

Theoretical investigations of the SFEs for the Cantor and related alloys have been carried out using density functional theory (DFT) in the past years [21–31]. Many of these investigations focused on an accurate determination of the SFE at a single, usually the equiatomic, composition, for which the importance of temperature [21,22] and magnetism [23] has been demonstrated. A few studies examined the dilute-limit alloying effects on SFEs by either substituting with other metallic elements [24,25] or adding carbon [26]. The SFEs at small scales have been found to be sensitive to the local chemical order (short-range order) and exhibit strong fluctuation [23,27,28]. For instance, Zhao et al. [28] have examined the influence of local composition on the SFEs with equiatomic composition and proposed a bond-breaking- and-forming model. Nevertheless, the model is not sufficiently accurate for either NiFe or NiCoCr despite its success in NiCo alloy. Moreover, DFT-based Monte Carlo studies suggested that the local chemical order influences not only the spatial distribution of SFEs but also the mean value [29,30] which is verified recently in experiments [32]. Additionally, the coherent-potential-approximation (CPA) has been used to calculate the compositional dependence of SFEs [27,31]. However, the effects of atomistic distortion on the SFEs cannot be included by the CPA, and the distortion can be substantial in HEAs.

Atomistic simulations also provide a powerful means to study mechanical properties of metals and alloys. Compared with DFT, atomistic approach can sample more configurations and larger system sizes and can be directly used to simulate deformation processes (e.g. [33]). Nevertheless, the chemical complexity of HEAs poses a considerable challenge to the development of reliable interatomic potentials. Only a few reasonable interatomic potentials became available recently for the Cantor and Cantor-like alloys [33,34]. Therefore, it is essential to understand the fidelity and limitations of these potentials. SFEs influence many aspects of mechanical properties and deformation behaviors of these alloys, and the values from these interatomic potentials should be carefully assessed.

Overall, tuning the compositions of constituent elements away from the equiatomic HEA/MEAs offers a vast playground for controlling mechanical properties of materials. However, a systematic understanding of compositional effects on the SFEs, especially the role of the constituent elements, is currently limited. In this study, we systematically investigate the compositional effects on SFEs in the binary (Ni-Cu, Ni-Co, and Ni-Fe) and ternary (Ni-Co-Cr and Ni-Co-Fe) alloys using both DFT and interatomic potentials. We first calculate the SFEs and the corresponding fluctuations at the DFT level as a function of composition in the binary alloys, with an emphasis on examining the magnetic/electronic effects of an individual alloying element. Then atomistic calculations using interatomic potentials are evaluated against the DFT data. We further choose the interatomic potentials with the overall highest fidelity and extend the SFE calculations to ternary alloys.

2. Computational method

2.1. Stacking fault energy calculation

SFE is determined by subtracting the energy of a stacking fault structure from that of its un-faulted reference structure. The reference fcc supercell can be viewed as the stacking of (1 1 1) closed-pack layers in alternating ABC sequence along [1 1 1] axis (Fig. 1a). To introduce a stacking fault in the structure, we arbitrarily choose a layer in the reference structure, e.g., the 7th layer from the bottom, displace the atoms of above (not including) this layer by \( \frac{1}{8}[211] \), and tilt the supercell by \( \frac{1}{8}[211] \) in the z-axis. The tilting helps to prevent an unfavorable AA-type stacking at the supercell boundary. The product of the above deformation process, illustrated in Fig. 1b, is an intrinsic stacking fault (ISF) with two layers, 7th and 8th, of ABA-type local stacking. Due to the tilting, the 13th layer in the above supercell, which is the periodic image of the 1st layer, is changed from A stacking type to B, but its local environment remains unchanged. The SFE is then the energy difference between the structures in Fig. 1a and b divided by the area of the (1 1 1) plane.

This procedure can be naturally extended to calculate the generalized planar fault energies (GPFEs)/generalized stacking fault energies (GSFEs) [35,36]. For example, based on the ISF structure in Fig. 1b, we could add another displacement of \( \frac{1}{8}[211] \) to the atoms above (not including) 8th layer and tilt the supercell one more time by \( \frac{1}{8}[211] \) to obtain a twinning (Fig. 1c). If we select the atoms one layer higher each time and repeat this process, the twin would grow into an generalized planar fault with a gradual increase of the fault layer thickness, namely the three-layer twin, four-layer twin, etc. The energy difference between the fault structure and the reference structure divided by twice of the fault area, is defined as the corresponding GPFE/GSFE. Note that the coefficient of 2 in the denominator, except for the calculation of SFE, comes from the presence of two coherent twin boundaries (CTBs) in the fault structures, e.g., 7th and 8th layer in Fig. 1c.

The energies involved in the above procedure can be calculated using both DFT approach and interatomic potentials. Among the interatomic potentials, embedded-atom-method (EAM) type and its extension are widely chosen for simulations of metals and alloys. The DFT method is more accurate and provides an explicit description of magnetism when compared to the EAM potentials. However, the system size that can be dealt with DFT is rather limited, usually up to several hundred atoms. By contrast, EAM potentials allow the usage of much larger supercells and more random configurations to obtain the statistically accurate mean of SFE.

2.2. Density functional theory calculations

The DFT calculations for the SFEs of the binary alloys are carried out using the Vienna Ab initio Simulation Package (VASP) [37,38]. The Perdew-Burke-Ernzerhof (PBE) functional [39] is used. The energy cutoff of the plane wave basis is tested and chosen to be 450 eV, 450 eV, and 500 eV for Ni-Cu, Ni-Co, and Ni-Fe, respectively. (Here, the hyphen indicates a range of compositions, e.g., Ni-Cu for Ni₅₋₅Cuₓ₋ₓ. In comparison, alloy notation without a hyphen means the equiatomic composition, e.g., NiCu for NiₓCuₓ₋ₓ.) Since an energy difference is taken for each of the investigated systems, these different choices of energy cutoff will not influence the conclusions drawn in the paper. The first order Methfessel-Paxton [40] method is used with the smearing width set as 0.2 eV. The electronic convergence criterion is set as 10⁻⁶ eV and the ionic force criterion is 0.01 eV/Å. All the calculations are spin-polarized unless explicitly mentioned otherwise. The initial magnetic
configurations are set as ferromagnetic, which agrees with previous studies at low temperatures. To improve the statistical sampling of the random solid solutions, we utilize special quasirandom structures (SQSs) generated by the Alloy Theoretic Automated Toolkit (ATAT) [43]. Using the SQS method implies that short-range ordering (SRO) of the random solid solutions, we utilize special quasirandom structures (SQSs) [43] generated by the Alloy Theoretic Automated Toolkit (ATAT) [44,45]. Using the SQS method implies that short-range ordering (SRO) is not explicitly considered for the mean value of SFE, which should be a reasonable assumption for binary alloys where SRO should be minimal.

We first carry out structural optimization and determine the lattice constants ($a_0$) of the selected alloys in wide compositional ranges with $2 \times 2 \times 2$ cubic SQS supercells consisting of 32 atoms. For each composition, three different SQSs are used and the average value is obtained. We then use a spline fit to derive the lattice constants across the whole compositional range for each of the alloys. For the $2 \times 2 \times 2$ cubic supercells, a $4 \times 4 \times 4$ k-point mesh of Monkhorst-Pack [46] grid is used. With the determined lattice constants, SFE calculations are performed with $\sqrt{2} \times \sqrt{6} \times 4/\sqrt{3}$ (using the same coordinate system as shown in Fig. 1a, referred as the close-packed axes) SQS supercells of 96 atoms. Every 8.33% of nickel atomic concentration (all concentrations mentioned below are atomic percentages) is tested across the whole compositional range, and six different SQSs are generated at each concentration. For each SQS, we choose four different layers, every two layers apart from each other, to introduce a stacking fault in both $\frac{1}{3} [211]$ and $\frac{1}{2} [2\overline{1}2]$ directions. Consequently, 48 different faulted configurations are utilized for the average of the SFE at a single composition. For the $\sqrt{2} \times \sqrt{6} \times 4/\sqrt{3}$ supercell, a $6 \times 4 \times 2$ k-point mesh is used. The combined energy-cutoff, k-point, and smearing settings ensure the energetic accuracy of 1 meV/atom, leading to the error of around $12$ mJ/m$^2$ for the SFE of a single SQS. The error for the mean value of SFE is further reduced to $\frac{12}{\sqrt{48}} = 2$ mJ/m$^2$.

### 2.3. Atomic simulations with EAM potentials

For the binary alloys, we survey all the relevant EAM potentials listed on the interatomic potential repository from the National Institute of Standards and Technology (NIST) [47]. For convenience, we refer each EAM potential by the last name of the first author plus the publication year. Bonny2009 [48] Farkas2018 [34] and Onat2013 [49] potentials are tested for Ni-Cu alloy; Farkas2018 [34] and PurjaPun2015 [50] for Ni-Co alloy; Bonny2009 [48] Bonny2011 [51] Bonny2013 [52] Farkas2018 [34] and Zhou2018 [53] for Ni-Fe alloy. In addition, a modified EAM (MEAM) potential, Choi2018 [33] is also used for Ni-Co and Ni-Fe alloys. For the ternary alloys, Farkas2018 [34] and Choi2018 [33] are used (the reason to be discussed in the Results & Discussion section).

The simulations are performed in Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [54]. Similar to the DFT part, lattice parameters are first obtained for every 10% Ni concentration for each alloy. At each concentration, 10 random atomic configurations of $4 \times 40 \times 40$ (in cubic axes) are generated and optimized in both atomic positions and cell volumes. The standard deviations (Std Dev) of the obtained lattice constants are less than 10-4Å, and averaged lattice constants are used in later calculations. For the SFE calculations, another 40 random configurations of size $16 \times 2 \times 16 \times 3 \times 3$ (in close-packed axes) are utilized. Both the Std Dev and the standard error (Std Err) of SFE are reduced when the area of the faulted plane is increased (see Fig. 2a and 2b). In comparison, the number of random configurations used for averaging only reduces the Std Err, but not the Std Dev (Fig. 2c and 2d). Accordingly, the supercell size and the number of random configurations are chosen so that the Std Err of SFE at any concentration is around 1 mJ/m$^2$.

### 2.4. Correlation between SFEs and TEs

The twice TE is often assumed to be approximately equal to the SFE of the same system and this assumption has been verified in many pure fcc metals both experimentally and computationally using DFT calculations (e.g., Table 1 in [35]). We further examine this approximation in the selected binary alloys using various interatomic potentials and find that the approximation holds in the alloys as well (shown in Fig. 3a). The numerical differences between the SFEs and twice TEs are always less than 5%, and their overall compositional dependences are the same.

To elucidate the correlation between SFEs and TEs, we first define the “atomic fault energy” (AFE), which is the product of the planar atomic density of {1 1 1} layers and the energy difference per atom before and after the faulted structure is generated. Next, we take the
average AFE of a \{1 1 1\} plane that is parallel to the CTB (in Fig. 1's case, a \{1 1 1\} plane) as the fault energy of that layer, referred as the layer's contribution to the total planar fault energy. We then calculate the contribution from each layer to the TE of a large twinning structure (~30 nm^2) at composition Ni\_{0.5}Fe\_{0.5} using the Farkas2018 potential as an example. The twin is created through the repeat of the aforementioned process till the two CTBs are well separated (~7.3 nm in our case). Absolute values of the layer contributions relative to the total TE around a CTB (layer A in the middle) is plotted in Fig. 3 b. Each of the two nearest (1 1 1) layers to the CTB, namely the C layers, contributes ~50% to the TE. For a C-layer, the energy difference comes from the change in 2nd nearest layer interaction, e.g., from C-A-B to C-A-C, while its 1st nearest layer interaction remains more or less the same. The rest layers contribute statistically zero to the TE. Therefore, we can conclude that the dominant part of fault energies, whether SFE or TE, can be estimated based on the 2nd nearest layer changes from C-A-B type to C-A-C. A stacking fault contains two pairs of such changes (e.g., 6th – 8th and 7th – 9th in Fig. 1 b) while the TE is calculated based on one such change. Based on this argument, we consider the approximation that the twice TE is equal to the SFE is reasonable, and hence focus only on the SFE for the rest of the study. The approximation can be also reasoned, for example, using the axial-next-nearest-neighbor-interaction model [55].

3. Result and discussion

3.1. Binary alloys

3.1.1. Lattice constants

The lattice parameters of Ni-X (X = Cu, Co, or Fe) alloys obtained from DFT and EAM potentials are shown in Fig. 4, compared with the experimental values. Both Ni-Cu and Ni-Co experimentally obey Vegard’s law [59], an empirical rule stating that the lattice constant of an alloy should be approximately the linear mixing of those of the constituent elements in the same crystal phase. In comparison, Ni-Fe alloys experimentally exhibit a linear increase as the Ni concentration decreases from 100% to 35%, and then a decrease when Ni is further reduced. This is attributed to the Invar effect, the underlying physical origin of which is closely related to magnetism [60,61]. Our DFT-SQS results of the 3 binary alloys all agree well with the experiments regarding the numerical values and the general trends, e.g., obeying the Vegard’s law at relevant compositions as well as qualitatively capturing the Invar in Ni-Fe. Nevertheless, we notice two differences between the
DFT results and the experiments. First, the DFT calculation for Ni-Co predicts an increasing trend of the lattice constant with increasing Ni concentration, while the experimental trend is decreasing. We consider this difference comes from the fact that our simulation yields a lattice constant of 3.505 Å for the fcc Co, which is smaller than that of Ni (3.521 Å). Experimentally, Co prefers hexagonal close-pack (hcp) structure for the room or lower temperatures at ambient pressure. We did not find any experimental lattice parameter of fcc Co at low temperatures that can be used as a direct reference for the DFT calculation. However, it should be noted that the differences between the experimental and our calculated lattice parameters of Ni-Co are less than 1%, reaching the accuracy limit of standard DFT simulations. Some of previous studies observed equal or slightly smaller values of fcc Co lattice constant than Ni's using local spin density approximation [62,63]; while another study obtained Co lattice constant larger than that of Ni using PBE functional but with exact-muffin-tin-orbital (EMTO) method [64].

Second, in the Ni-Fe, the Ni composition of the maximum lattice constant using DFT (~25%) does not agree with that from the experiment (35%). This is because high-spin/low-spin model and non-collinear magnetism needs to be included to accurately model Invar effects [60,61] which is not included in our simulations due to computational costs. Therefore, we only focus on the concentrations above ~40% for the following SFE calculations in Ni-Fe.

We also examine the lattice constants among the three SQSs of a particular concentration and find their differences are always smaller than 0.001 Å. This suggests that the lattice constant is not sensitive to the atomic configuration used in the DFT simulation but solely determined by the overall composition, which is in dramatic contrast to the case of SFE calculation (to be discussed in Section 3.1.2).

Regarding the lattice constants from the interatomic potentials, we assess them in terms of the numerical value and the observance of Vegard’s law. For Ni-Cu, Farkas2018 agrees well with the experiments and reproduces the linear relationship. Bonny2009 and Onat2013 deviate more from the experimental values, although they also generally follow the Vegard’s law. For Ni-Co, both Farkas2018 and Choi2018 display excellent agreement with the experiments. PurjaPun2015 exhibits an unreasonable trend. For Ni-Fe, Choi2018 reproduces the experimental and DFT data well. Bonny2013, Farkas2018, and Zhou2018 follow the linear-mixing rule approximately, but their numerical values are not as accurate as the Choi2018’s. Bonny2009 and Bonny2011 fail to capture the linear mixing of lattice constants in high Ni-concentrations. To summarize the potentials’ performance, we consider that MEAM Choi2018 and EAM Farkas2018 provide the overall best description of the lattice constants based on the numerical value and the compositional dependence.

3.1.2. Stacking fault energies

The SFEs of the three binary alloys are shown in Fig. 5. We find that the SFEs of Ni-Cu exhibit a complex dependence on the composition (Fig. 5a). When the Ni concentration is low, the SFEs rise rapidly and reach a plateau around Ni$_{0.4}$Cu$_{0.6}$, when Ni percentage exceeds about 50%, the SFE increases approximately linearly with the Ni composition. We refer this as the transition of SFE dependence. We then compare the SFEs from the interatomic potentials with the DFT results. The numerical values obtained with Farkas2018 and Onat2013 are close to those from DFT. The SFE dependence from neither potential is far from linear mixing. Farkas2018 shows a slightly convex dependence while Onat2013 exhibits a slightly concave trend. In contrast, Bonny2009 exhibits a substantial discrepancy from the other curves. None of the interatomic potentials reproduces the subtle variation of the SFEs around Ni$_{0.5}$Cu$_{0.5}$ shown in the DFT simulations.

The SFEs of Ni-Co are shown in Fig. 5b. The SFEs from DFT display an overall linear dependence as a function of composition. However, their values are negative in the Co-abundant region (Ni percentage less than 50%), suggesting the hcp phase is more stable than the fcc phase. This is qualitatively consistent with Ni-Co phase diagram [57]. The overall linear dependence is consistent with the study of local compositional effects in the equiatomic NiCo [28]. For the calculations using the interatomic potentials, the SFEs from Choi2018 and Farkas2018 agree reasonably well with the DFT results. Nevertheless, both potentials yield higher SFEs than DFT in the Co-abundant region. PurjaPun2015 produces extremely higher SFEs in the concentrated region than those from DFT. Together with its performance on the lattice constant, we consider that the PurjaPun2015 is not suitable for model fcc Ni-Co concentrated alloys.

Fig. 5c shows the SFEs of Ni-Fe. The DFT values exhibit a unique non-monotonous and concave compositional dependence. The SFE decreases first when the iron is started to be alloyed to pure Ni but then increases when iron concentration continues to grow above 25%. None of the interatomic potentials captures this trend from DFT. All the potentials, except Bonny2009, display a linear decrease when the Ni concentration is reduced. Choi2018 and Bonny2013 exhibit slopes that are almost indistinguishable from the DFT’s in the dilute-Fe region but miss the value of equiatomic NiFe. Comparatively, Bonny2011 and Farkas2018 coincidentally show SFE values of NiFe (and the concentrated region) that are close to the DFT’s, despite the disagreement with DFT regarding the initial slope near pure Ni. Zhou2018 overestimates the SFE of Ni though it provides a good approximation for the SFE of NiFe. Bonny2009 underestimates the SFE of Ni and exhibits a convex dependence, quite the opposite to the compositional dependence from DFT.

To briefly summarize the SFE results of the binary alloys, the DFT calculations reveal three distinctive compositional dependences of SFE in Ni-Cu, Ni-Co, and Ni-Fe alloys. The non-linear effects are speculated.
to be related to the magnetic and electronic characters of the alloying elements and subsequently investigated in section 3.1.3. None of the interatomic potentials can capture these subtle effects. Choi2018 and Farkas2018, though being the only two potentials that can model alloys with 4 or more elements up to date and are the harder ones to fit, display overall the best performance in terms of numerical accuracy and consistency of capturing linear mixing over a wide range of compositions. We choose these two potentials for the subsequent SFE calculations of the ternary alloys.

3.1.3. Magnetic effects on the SFEs in the binary alloys

To reveal the underlying origin of the non-linear SFE dependences, we further analyze the magnetic and electronic structures of Ni-Cu and Ni-Fe. For Ni-Cu (Fig. 6a), the transition of the SFE dependence coincides roughly with the magnetic phase transition from paramagnetism to ferromagnetism in the alloy. Therefore, we speculated that the transition of the SFE dependence is closely linked to the magnetism of Ni-Cu. To examine this, we artificially turn off the spin degree of freedom in the DFT calculations. The spin-unresolved results exhibit the transition of the SFE dependence as well. In the Cu-rich region, the two methods yield essentially identical results (within the statistical error). However, in the Ni-rich region, SFEs using the spin-unresolved calculations are systematically higher than the spin-resolved results. Therefore, we consider that the non-linear dependence in the Cu-rich region has its root in the electronic effects, potentially due to the screening of the d-orbitals in Cu. In comparison, the magnetism reduces the SFEs in the Ni-rich region by about 10 mJ/m².

For Ni-Fe alloys, we find a correlation of the SFEs and the magnetic moment differences between the faulted and the reference structures, shown in Fig. 6b. In addition to the linear-mixing rule, the energy variation arising from the change in magnetic moments also contributes significantly to the compositional dependence of the SFEs. Thus, we fit the SFE as a linear function of both Ni concentration $x$ and magnetic moment difference $\Delta m$:

$$SFE = a^x + b^*\Delta m + SFE_0$$

and obtain the coefficient $a$ equal to $-64.1088$ mJ/m², $b$ 293.2951 mJ/m²/μB, and $SFE_0$ 142.3513 mJ/m² while the R-squared (the correlation coefficient-squared) is equal to 0.922. This strong correlation between the SFEs and $x$ and $\Delta m$ indicates that both the linear mixing and the magnetic moment difference are the dominating factors for the SFEs of Ni-Fe alloy.

3.1.4. Statistical fluctuation of the SFEs from DFT

The SFEs of the various atomistic configurations that belong to the same chemical composition are found to fluctuate tremendously, which is in stark contrast to the calculations of lattice constants. This fluctuation is also the reason that 48 configurations for each composition are used to achieve an acceptable Std Errs of the mean. In Fig. 7, we explicitly plotted the SFE of every configuration minus the average value of the corresponding concentration.

Std Devs are used to characterize the spread of the SFE data. The Std Devs are typically on the order of 20–40 mJ/m², which ranges from 15% to 30% of the mean SFEs at the equiatomic concentration. Std Devs of both Ni-Cu and Ni-Co alloys, shown in Fig. 7a and Fig. 7b, respectively, are peaked around the equiatomic region and diminish to 0 at pure equiatomic compositions.
metals. The relationship can be fitted by \( A \times x \times (1-x) \), where \( A \) is a fitting coefficient and the \( x \) is the Ni percentage. The fitting agrees with the mixing entropy of the binary alloys regarding the overall trend, implying that the number of possible alloy configurations may be a key factor causing the fluctuations of the SFEs in the two alloys. However, in the Ni-Fe case, the Std Devs can’t be well approximated by the above relationship and is comparatively higher than the other two alloys. This is considered to be related to the complex magnetism in Ni-Fe. A previous study [23] has found that the presence of Cr or Mn in the Cantor alloy and its subsets can induce larger fluctuations of SFEs than Co. However, such fluctuation is caused by magnetic frustration. The magnetic moment per atom of the same species can vary significantly (~1μB scale) at different lattice sites. However, in Ni-Fe, the magnetic moment per atom differs less than 0.01 μB. Therefore, further investigation is needed to fully understand the role of Fe magnetism in the fluctuations of SFEs.

Nevertheless, the substantial fluctuation of certain materials properties, such as SFEs, can be a fundamental difference between

---

**Fig. 7.** The variations of SFEs from their mean value at every concentration in the three binary alloys. The right y-axis represents the Std Dev of the data.

**Fig. 8.** Farkas2018 results of (a) the SFEs of Ni-Co-Cr ternary alloys, (b) their differences from the linear-mixing estimation, (c) the SFEs of Ni-Co-Fe alloys, and (d) their differences from the linear-mixing estimation. The phase information is obtained at 1300 °C for Ni-Co-Cr [65] and 600 °C for Ni-Co-Fe [66]. The contour lines are rendered in gray. The unit of the color bars is mJ/m².
concentrated and dilute alloys. We systematically quantify the magnitude of the fluctuation in the binary concentrated alloys and find the fluctuation of SFEs strongly depends on the composition. The fluctuation of SFEs is substantial in nanometer scale, for example, around 20–50 mJ/m² at 50% Ni in the three binaries. Such fluctuations may be practically difficult to observed in experiments, but could account for, at least partially, the exceptional strengths of the Cantor and Cantor-like alloys. It should be noted that such fluctuation is observed without SRO, and SRO may lead to additional variations of the SFEs [29,30,32].

3.2. SFEs of ternary alloys

The SFEs of Ni-Co-Cr and Ni-Co-Fe, two ternary subsets of the Cantor alloy, are determined using Farkas2018 and Choi2018. Similar to the simulations of the binary alloys, the lattice parameters are pre-optimized. We found the lattice parameters of both alloys can be well approximated using the weighted average of those of the constituent elements, a simple extension of Vegard’s law into alloys with three or more elements. The maximum difference between the values estimated from the linear-mixing rule and the optimized lattices is less than 0.003 Å.

The SFEs calculated using the Farkas2018 potential are shown in Fig. 8. In both Ni-Co-Cr and Ni-Co-Fe, SFEs obtained using Farkas2018 are larger than the values based on the linear mixing of the constituent elements for most of the regions of the ternary diagram. In the Ni-Co-Cr case (Fig. 8a and 8b), the deviation of calculated SFEs from the linear mixing occurs mostly in the region when Co concentration is around 50% (Ni₀.₅Co₀.₅Cr₀.₅). The non-linearity can be decomposed and attributed to the binary subsets (illustrated as the three edges of the ternary plots): the Ni-Cr obeys the linear mixing perfectly while the Ni-Co deviates by a small amount, and the Co-Cr deviates from it most significantly. Therefore, it is considered that the dominant contribution to the non-linear effects comes from the Co-Cr pair interaction, followed by Ni-Co interaction. For the Ni-Co-Fe (Fig. 8c and 8d), the linear mixing provides a slightly better estimation than the previous case. The maximum difference occurs around Ni₀.₅Co₀.₅ and reduces to almost zero in both Ni-Fe and Co-Fe edges.

The SFE of equiatomic NiCoCr from Farkas2018 is 73.6 mJ/m², a value significantly larger than the experimental results of 8.18 ± 1.43 (without SRO) or 23.33 ± 4.31 (with SRO) [32]. This could be partially expected from its overestimation of the SFE of Co. The overestimation of the SFE suggests that simulations with the Farkas2018 potential are less likely to produce deformation twinning, particularly at low temperatures.

We also compare our results to the local compositional effect on the SFEs in the Ni-Co-Cr alloy obtained using CPA [27]. It should be noted that the composition was only changed at the layers with local hcp structure (corresponding to 7th and 8th layers in Fig. 1b) in the CPA study [27] while the other layers were kept at equiatomic NiCoCr composition. Therefore, the comparison is not strictly one-to-one but qualitative, as we have already demonstrated the importance of the next nearest neighbor layers in Section 2.4. Firstly, we find the relative magnitudes of the SFEs of the three constituent elements are the same in both studies (SFECoCr > SFECo > SFECo₃). Furthermore, the SFEs of the three binary subsets are examined and compared. For the Ni-Cr subset, Farkas2018 yields a linear dependence, while the SFEs from CPA decrease from Ni to Ni₀.₅Cr₀.₅ and increase from Ni₀.₅Cr₀.₅ to Cr [27]. For the Ni-Co, the approximate linear dependence is observed in both studies. Regarding the Co-Cr subset, the SFEs obtained from Farkas2018 increase from Co to Co₀.₅Cr₀.₅ and decrease from Co₀.₅Cr₀.₅ to Cr, opposite to the CPA results [27]. Finally, for the concentrated compositions, the non-linear dependence of SFEs is most significant in 50% Co region (Ni₀.₅Co₀.₅Cr₀.₅) using Farkas2018, contrary to the 50% Cr region (Ni₀.₅Co₀.₅Cr₀.₅) using CPA [27]. Nevertheless, the results from both Farkas2018 and CPA can be explained by decomposing the non-linear effects in the ternary alloys into binary contributions. The decomposition indicates that the alloying effects on the SFEs are mostly based on pairwise interactions using both methods. It should be noted that the results using either interatomic potentials or the CPA may be reasonable in certain compositions but insufficiently accurate in other regions of the ternary diagram.

The SFEs of the two ternary alloys from Choi2018 are shown in Fig. 9. The deviations from the compositional linear mixing are relatively small using this potential and the maximum differences are 14.0 and 7.1 mJ/m² for Ni-Co-Cr and Ni-Co-Fe, respectively. For Ni-Co-Cr, the potential yields lower SFEs than the linear-mixing estimation for almost all considered compositions. The non-linearity comes mostly from Ni-Cr pair, followed by Co-Cr pair, and the Ni-Co edge almost has no deviation. For Ni-Co-Fe, the linear mixing serves as a fair estimation, especially near the equiatomic region. However, the non-linearity cannot be simply decomposed into pair contributions.

Numerically, the Choi2018 potential produces low SFEs for pure Cr and Fe (~152.2 mJ/m² and ~103.6 mJ/m², respectively), which not only lead to low SFE in Cr/Fe-abundant region with the body-centered cubic (bcc) phase but also affect the SFEs in concentrated regions. For example, the SFE of equiatomic NiCoCr alloy is derived to be ~40.9 mJ/m² using the Choi2018 potential, which is dramatically lower than the aforementioned experimental value (~10–30 mJ/m²). Therefore, the probability of the deformation-induced twinning might be over-estimated, and the instability of the fcc phase should be considered if we adopt Choi2018 in the related simulations of equiatomic NiCoCr alloy.

We then compare the results of Choi2018, Farkas2018, and the CPA study [27]. In Ni-Co-Cr, Choi2018 predicts that the SFE is a convex function of the alloy concentration, i.e., the linear mixing overestimates the SFEs in most of the regions, which is opposite to Farkas2018. The non-linearity is most significant at the region of 50% Cr (Ni₀.₅Co₀.₅Cr₀.₅) based on Choi2018, different from Farkas2018, but consistent with the CPA method [27]. However, this agreement with the CPA might be incidental, as Choi2018 exhibits much weaker non-linear compositional dependence than the CPA. In addition, the SFE is barely changed if tuning Co composition alone while keeping the compositions of the other two equal, i.e., (Ni₀.₅Co₀.₅Cr₀.₅)Co₁₅, according to both Choi2018 and the CPA method. This is because the SFE of Co is almost identical to the SFE of Ni₀.₅Cr₀.₅ using the Choi2018 potential, while the treatment of the magnetic states was considered to be the cause in the CPA study [27]. In both alloys, the SFEs from Choi2018 are systematically lower than those from Farkas2018, except in Ni-rich region (the top corner of the ternary plots).

3.3. Spatial characters of the SFE fluctuation

To characterize the spatial fluctuation of SFE in interatomic potential-based simulations, we first calculated the atomic fault energy (AFE, defined in Section 2.4) with Farkas2018 potential for equiatomic alloys NiCo, NiFe, NiCoCr, NiCoFe, NiCoCrFe, and NiCoCrFeCu. Their atomistic configurations are created by randomly assigning the chemical species at lattice sites and the size of CTB is ~30 nm × 30 nm. We choose the (1 1 1) layer that is right below the CTB and divide the layer into square regions with a characteristic length, e.g., ~2.5 nm × 2.5 nm. The fault energy of a region, or regional SFE as we refer below, is derived from the average AFE of the atoms belonging to that region. We take the difference between regional SFEs at certain characteristic length and the regional SFE of the whole (1 1 1) layer for NiFe and plot them in Fig. 10 (a) – (c). We find the fluctuations of regional SFEs gradually reduce when the characteristic length increases. We further compare the standard deviation of SFEs at 2.5 nm of several equiatomic alloys (Fig. 10d) and find that the fluctuation generally increases with the chemical complexity of the materials. For instance, the fluctuation roughly increases with the number of elements in the alloys, but the binary NiFe shows stronger fluctuation than ternary NiCoFe and quaternary NiCoCrFeCu, demonstrating the importance of the chemical character of the constituted elements. Fe is the element that
increases the fluctuation the most, followed by Cr. In comparison, the addition of Co or Cu in the presence of Fe reduces the fluctuation slightly.

The above simulations demonstrate that the fluctuation of the SFEs is an intrinsic feature of these alloys. In fact, the fluctuations of SFEs discussed in Section 3.1.4 is not a statistical issue caused by the limited supercell size in DFT. Rather, it is a ubiquitous phenomenon in solid-solution alloys as a consequence of their intrinsic randomness, particularly prominent at concentrated compositions. Such spatial fluctuations of SFE/GSFE alone can be a source of strengthening as indicated by a dislocation dynamic simulations [19] and a stochastic extension of the Peierls-Nabarro model [20]. The former study assumes regions of uniform SFEs whose sizes and the magnitude of inter-regional SFE fluctuation serve as inputs for dislocation dynamic simulations. According to this model, both region size and magnitude of the fluctuation contribute to the strengthening of materials.

The fluctuations of regional SFEs observed in our simulations indicate that a region with a uniform SFE does not physically exist without the presence of short-range ordering (SRO) or local chemical ordering (LCO) and should be considered as an approximation. The presence of SRO may further influence the fluctuations by forming regions of distinct chemical compositions. For example, in NiCoCr, Co, and Cr tend to segregate and form Co-Cr-rich regions at low temperatures while the regions are interconnected by Ni [30]. In such a system with potentially a segregation, the SRO may reduce the fluctuations of SFEs within a given region and increases the difference of SFEs between the regions. Additionally, the fluctuations for these systems are determined by the size of the segregates and are different from the scenarios in randomly distributed alloys. Further investigations are needed to fully examine the influences of SRO on the fluctuations of mechanical properties in the concentrated alloys.

4. Summary

In this study, the stacking fault energies (and twinning energies) of Ni-based concentrated alloys are determined using both DFT and atomistic simulations. For Ni-Cu, Ni-Co, and Ni-Fe alloys, different dependences of SFEs on the alloy composition are found using DFT. Ni-Co essentially follows the linear-mixing rule. Ni-Cu exhibits a transition of dependence related to the magnetic phase transition. Ni-Fe possesses an overall convex trend as a function of composition, which is considered to be caused by the magnetic effects of the alloys. Moreover, we systematically evaluated the available EAM and MEAM potentials of the examined alloys and consider that Choi2018 and Farkas2018 provide the overall highest fidelity.

Using the interatomic potentials with the overall highest fidelity, the SFE calculations are extended to ternary Ni-Co-Cr and Ni-Co-Fe alloys. The Farkas2018 potential dramatically overestimate the SFEs of Ni-Co-Cr near the equiatomic concentration compared to the experimental results while Choi2018 significantly underestimate the values. The non-linear compositional effects in Ni-Co-Cr can be decomposed into binary interactions using Farkas2018 and CPA method [27] but are generally more complex in the ternary alloys. These results provide a basis to evaluate the limitations of using these potentials for simulations of SFE-
related properties, such as the separation distance of Shockley partials, and deformation processes.

The statistical fluctuation of SFEs and its compositional dependence is quantified in the binary alloys at DFT level. The magnitude of the fluctuation seems to correlate qualitatively with the configurational entropy of the alloys, particularly in Ni-Cu and Ni-Co. The fluctuation has been revealed to be influenced by the characters, e.g., magnetic structure, of the constituent elements. Meanwhile, the spatial fluctuations of SFEs of the concentrated alloys are found to be substantial at nanometer scale in the atomistic simulations. The fluctuation of SFEs rising from the randomness of atomistic and magnetic/electronic configurations is an intrinsic feature of the concentrated alloys, influencing the physical properties of these alloys.

This study provides a fundamental understanding of the compositional effects on the SFEs and twinning energies, which could serve as the basis for further investigations of the deformation mechanisms in the Cantor and Cantor-like alloys. More broadly, this study focuses on mechanical properties in compositional regions beyond the dilute-limit, a much larger space in the phase diagram, which could allow a systematic tuning of mechanical properties in non-equimolar alloys for the future design of advanced alloys.
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